
4 CROSSTALK The Journal of Defense Software Engineering March/April 2009

Reinforcing Good Practices

Dr. Nancy R. Mead
Software Engineering Institute

Dr. Dan Shoemaker
University of Detroit Mercy

Defects in software are among the
most potent threats to our national

security. That is because these defects—
whether by malicious agent placement or
faulty manufacturing—represent avenues
of attack for any potential criminal, ter-
rorist, or enemy adversary.

Therefore, it is the highest national
priority to find and employ the right set of
practices in software development, acqui-
sition, and long-term use that will prevent
those defects. This is a noble goal, but the
fact is that there is very little agreement on
what exactly is the optimum set of best
practices. And worse, we have almost no
idea what the current state-of-the-practice
is in business and industry.

Essentially, there are no concrete
points of reference to guide us in affecting
change to the noticeably unsuccessful way
that industry has currently approached the
problem. It’s like “Alice in Wonderland”
when Alice doesn’t care where she goes.
The Cheshire Cat responds that in getting
“somewhere” that “it doesn’t matter
which way you go ... you’re sure to do that
... if you only walk long enough.” So it
seems like the alternatives are to develop a
clear understanding of the current state-
of-the-industry best practice, or to contin-
ue to do a lot of pointless walking.

One Company’s Best Practice
Example 
With no clear practices currently in place,
a case study of current industry practice,
especially from a Fortune 10 company, is an
extremely valuable and useful tool for
people who are interested in changing the
state of practices in the software commu-
nity. This article presents an overview of
the control processes employed by the
Ford Motor Company to develop and
maintain their software assets, a brief his-
tory of those processes to provide con-
text, and a discussion of their future.

What Has Gone Before 
The IT Security and Controls organization
at Ford dates back to 1998, years before an
agreed-upon international standard for
information security management systems
like ISO/IEC 27001:2005 [1] existed.
Since that time, the organization has
developed control processes for applica-
tions (first) and infrastructure (second).
These are the application control review
(ACR) process and the infrastructure con-
trol review (ICR) process, respectively.
Later, they added a control process called
systems control review (SCR), to be con-
ducted yearly to assess the effectiveness of
controls that had been specified by the
ACR or ICR process and to address the
results of internal audits. Ethical hacking
and static code analysis (on select applica-
tions or infrastructure) were instituted to
identify vulnerabilities (read defects) in
code that was already written. Threat
modeling (on select applications and infra-
structure) was instituted to prevent vul-
nerabilities before code is written. Finally,
the data from ethical hacking and static
code analysis was fed back into a training
and awareness program to help developers
understand common errors being inserted
into code.

Current State Control
Processes 
Ford’s current control processes span the
entire asset life cycle (software or hard-
ware) from conception to retirement.
They are the ACR process, the ICR
process, threat modeling, ethical hacking,
static code analysis, risk assessment, and
the SCR process. As a set, these processes
work together to ensure the overall securi-
ty and integrity of Ford’s software. Figure
1 shows when these processes are typical-
ly executed in the life cycle but does not
show how often they are executed. For
example, all applications must compose

application control documentation using
the ACR process before launch, but not all
applications are threat modeled. Threat
modeling is performed only on those
applications that score highest on a risk
assessment or are deemed strategically
important (a small subset of the entire
portfolio). Ethical hacking is performed
based on an independent assessment of
the criticality of the system or infrastruc-
ture. After launch, a yearly risk assessment
is performed that determines whether a
more detailed SCR is required. All applica-
tions and infrastructure scoring high and a
semi-random sample of those scoring
medium or low are required to perform
the SCR. The following sections give an
overview of the processes used.

ICR Process
The ICR process is responsible for ensur-
ing that the overall IT infrastructure is
correct and that adequate controls exist.

Any system activity planning to use a
piece of infrastructure must ensure that
an ICR has been done prior to its inclu-
sion in the application design. More
importantly, a reference to the infrastruc-
ture’s ICR must be included in the ACR of
every application using the infrastructure.

The ICR is initiated by an asset owner
and performed by a designated internal
control coordinator (ICC), with assis-
tance from a security control champion
(SCC). Next, a meeting is conducted with
the person who is accountable for man-
aging any identified risk (the infrastruc-
ture owner). The meeting might also
include the technical support staff or
subject matter experts of the infrastruc-
ture owner. For purchased or commercial
off-the-shelf solutions, the vendor’s tech-
nical support staff may be included as
part of the infrastructure team. In this
meeting, infrastructure components and
the risks applicable to them are identified
and a risk matrix is developed.
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The risk matrix is then used to develop
the ICR package. The infrastructure
owner, ICC, and SCC prepare this pack-
age. It includes an overview of the tech-
nology being employed, a network dia-
gram, and a data/process flow diagram.
The two diagrams document where the
infrastructure is being deployed, identify
the hardware used to deploy it, and show
how data flows through the infrastructure.
The infrastructure risk matrix is also
cross-referenced to the tangible controls
that have been put in place to address each
threat.

Finally, all infrastructure components
are explicitly itemized along with all
threats included in the infrastructure risk
matrix. At this point, the controls used to
reduce the risk of a specific threat to that
component are itemized in terms of who
is performing the action, what they are
doing, and what threat is being reduced by
performing that action. A specific disaster
recovery plan is also specified along with
the roles and responsibilities for the criti-
cal job functions needed to implement
and support the infrastructure once a
change has been made.

ACR Process
The ACR process operates at the level of
individual applications, which is the level
that would be of the most interest to peo-
ple concerned with secure software assur-
ance best practices.

The basic goal of the ACR process is
to reduce the risk associated with infor-
mation technology applications. It does
that by ensuring that appropriate controls
are implemented for each application and
that those controls are functioning prop-
erly.

The ACR process assesses all signifi-
cant new and changing services, processes,
operations, and control processes. The

ACR process applies to all IT applications,
including commercial off-the-shelf, inde-
pendent of whether the application
resides internally (on the internal Ford
network) or externally (hosted by an exter-
nal provider).

ACR/ICR Roles and Responsibilities
The ACR and ICR processes involve the
application/infrastructure owner, the IT
organization, a designated ICC, an SCC,
and (sometimes) an auditor. Telecommu-
nication services is involved for external
facing assets and externally hosted assets.

The application or infrastructure
owner is responsible for ensuring that ade-
quate controls exist and that the controls
mitigate risk at a reasonable cost. The IT
organization is responsible for assisting
the application or infrastructure owner in
defining adequate controls and incorpo-
rating them into the application or infra-
structure. The ICC is responsible for over-
seeing the ACR and ICR for the relevant
application data, programs, and infrastruc-
ture. The ICC is responsible for reviewing
and approving the application classifica-
tion and also provides advice on business
controls and coordinates the control
review. The SCC is responsible for guiding
application owners in performing the
specified ACR and ICR processes and also
assists with the completion of the
ACR/ICR documents (as required). The
SCC conducts risk assessments and pre-
implementation reviews for compliance
with corporate policies and verifies that
the documentation is valid based on cur-
rent technical and policy information.

ACR Process Steps
The first step in the ACR process is to
classify the application using the three
basic security objectives: confidentiality,
integrity, and availability (CIA). The appli-

cation is classified along a sliding scale
from low to high impact (numerically
from 1 to 3) on each of these objectives1.
From the CIA rating, a list of questions is
automatically generated. Each question
addresses a particular control.

The application owner, IT organiza-
tion, SCC, and ICC work together in a
series of meetings to prepare the materials
required for completion of the ACR. The
required materials include a non-technical
description of the application that
describes the purpose of the application,
how it will function when installed, prod-
ucts, hardware, and software needed, and
what activities use the application. The
review materials also include a process
flowchart of the application that identifies
and describes the sources of input, master
files, outputs, and major processing pro-
grams. It must describe the application to
someone not familiar with it and graphi-
cally highlight where controls are required.
Also required is a network flowchart,
which is a detailed depiction of the net-
work and the various connected host
computers. The aim of this flowchart is to
facilitate an understanding of the controls
architecture. It depicts the flow of appli-
cation data and the direction of the data
flow. If connectivity is required from an
outside vendor, the diagram should also
depict the access-control points (firewalls,
routers, or virtual private network devices)
and the network flow though these
devices.

Once the materials are complete, the
ICC will determine that the ACR is ready
for a formal review. The product of the
formal review is a statement concerning
the adequacy of controls. The application
owner is then responsible for revising the
controls and corresponding ACR docu-
mentation based on the outcome of this
review.

Conception Launch Retirement

Compose ACR Documentation (All Applications)

Compose ICR Documentation (All Infrastructure)

Perform Threat Model

(High-Risk Applications)
Perform Ethical Hack

Perform Static Code Analysis

Perform Annual Risk Assessment
(All Applications)

Perform Annual SCR
(If Required by Risk Assessment)

(High-Risk Applications)

Figure 1: Ford’s Control Processes
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SCR Process
The SCR process is performed annually
on those applications or infrastructure
that score High on the annual risk assess-
ment as well as a semi-random sample of
medium- and low-risk applications or
infrastructure. It comprises a set of check-
lists, testing, and evidence-gathering tech-
niques that (together) are used to assess
whether all of the controls that were doc-
umented by the ACR and ICR processes
are being performed. It essentially vali-
dates that the planned controls are work-
ing and that additional controls are put in
place if anything has changed since the
last review.

The IT Policy Manual, which guides
all Ford IT work, requires an annual risk
assessment for each application and
infrastructure component. Ford requires
this in order to prioritize SCR process
work each year. The SCR process ensures
that all of the necessary controls are ade-
quate and are functioning effectively.
This helps managers to identify control
weaknesses before they can be exploited.
It also provides a mechanism and process
for developing corrective actions and
tracking closure of the weaknesses that
may be found.

Threat Modeling
Threat modeling is performed on strategi-
cally important projects and those that
score high on a risk assessment. It is typi-
cally performed in the design phase and is
focused on prevention of vulnerabilities
that may have a high business impact if
exploited. In its simplest form, threat
modeling involves six steps:
1. Identifying assets within the applica-

tion or infrastructure (e.g., data or
processes).

2. Identifying people involved (e.g.,
administrators or users).

3. Identifying high-level or meta-use
cases (these are not the same as Uni-
fied Modeling Language use cases).

4. Identifying threats to assets.
5. Classifying threats using what is called

DREAD—Damage potential, Repro-
ducibility, Exploitability, Affected
users, and Discoverability [2]—and
then assigning a 0 to 5 value to each of
the five types2.

6. Choosing whether to accept, transfer,
avoid, or mitigate the risk posed by
those threats.
Threat modeling typically takes four to

five working sessions, and should involve
both IT (because they understand threats)
and the (internal) business customer
(because they understand value).

Ethical Hacking
Ethical hacking is performed on strategi-
cally important projects and by request. It
is typically performed after implementa-
tion and is focused on the detection of
vulnerabilities. The ethical hack team uses
a combination of tools, processes, and
acquired skills to perform the hacks.
Detailed metrics are kept on the results of
the hack and given to the requestor.
Metrics on classes of vulnerabilities (e.g.,
buffer overflow, cross-site scripting,
Structured Query Language injection)
have been used to develop a training
course for developers.

Static Code Analysis
Static code analysis is performed by
request when an application owner feels
that there is a higher risk associated with
the project. It is typically performed after
implementation and is focused on the
detection of vulnerabilities. A commer-
cial off-the-shelf tool is used to analyze
the code. False positives are eliminated
and the report is given back to the
requestor.

Future State 
The control processes outlined in this
article have been instituted over a peri-
od of 10 years. The older processes
have an information assurance (IA) feel
to them (i.e., information protection)
while the newer processes have a soft-
ware assurance feel (i.e., prevention of
coding vulnerabilities). The acceptance
and popularity of ISO/IEC 27001 and
the desire to make decisions based on

business value and risk has prompted
Ford’s IT Security and Controls organi-
zation to begin aligning their processes
with the international standard. The
work is in its infancy, but it is already
clear that quantifying asset value and
risk—and using them to make deci-
sions—is the right course.

Observations
This is a case study, so conclusions
should not be drawn. However, some
important observations can be made
based on what has been reported here.

First, Ford clearly pays considerable
attention to the security of its applica-
tions and its associated infrastructure.
The degree of detailed rigor of their
processes, the time spent, the documen-
tation produced, and the obvious
bureaucratic coordination and control
requirements support that observation.
Additionally, they pay particular atten-
tion to anything that might fall under
Sarbanes-Oxley Act3 purview by requir-
ing that those applications are always
addressed with the highest degree of
rigor. Their control perspective, until
recently, was oriented toward classic IA
principles rather than those of software
assurance. Specifically, the risks are
rated on the CIA scale, which is typical
of IA risk assessments. While IA con-
cerns are to some extent founded on
secure software assurance, the things
that threaten information are not the
same as those things that might threaten
software. In fact, it is perfectly possible
for a piece of software, both under
development and in actual use, to have
all of the necessary controls to assure
any set of regulatory requirements while
still being full of exploitable holes.

Second, anecdotal evidence suggests
that there may be an evolutionary pro-
gression an organization goes through
as they move from no security focus to best
in class. First, they get things like
antivirus, incident response, and foren-
sics in place. These things are served up
centrally and (of course) have an IA
focus. Next, they move on to securing
applications and infrastructure. How-
ever, since they have probably not
plugged into those organizations yet, it
is natural for them to show up just
before launch or at gate review to ren-
der their opinion on the security of the
application or infrastructure. This
would tend to be adversarial. Next, they
would get involved early in the software
development process and help develop-
ers classify the importance of the infor-
mation being created/deleted/modi-

“With no clear
practices currently in
place, a case study
of current industry

practice ... is an
extremely valuable
and useful tool for
people who are

interested in changing
the state of

practices in the
software community.”



Software Assurance Practice at Ford: A Case Study

March/April 2009 www.stsc.hill.af.mil 7

fied/transmitted by the application.
They would then prescribe controls
based on that score and do things like
ethical hacking to ensure that those with
the highest scores don’t have big vulner-
abilities. Some companies stop at this
point. More introspective companies
may begin to engage their development
community in order to build better soft-
ware and ask questions like, “Is there a
need to protect things at different lev-
els?” Such companies would then do
things like look at their penetration test
results and take the top 10 vulnerabili-
ties back to the development communi-
ty, then working with them to change
coding practices in order to eliminate
those vulnerabilities and establish better
coding practices. This is where Ford is
right now. They have rolled out threat
modeling and are engaging their devel-
opment community in order to develop
more secure coding practices.

The fact that a company well-known
for its competence and effectiveness in
IT security has recognized (and is acting
upon) the need to move beyond IA to
software assurance bodes well for oth-
ers who are not nearly as far along the
evolutionary scale. However, it may

indicate that we have a ways to go in
popularizing the importance of soft-
ware assurance best practice in conven-
tional IT security operation.

It is possible and (perhaps) probable
that many of the practices that the soft-
ware assurance community would rec-
ognize as secure software assurance are
taking place on an ad-hoc basis within
the actual application development and
maintenance function within IT itself,
which suggests where the next study
should be focused. However, it is also
clear that the only way to ensure that
those practices are institutionalized is to
provide both the incentive and the guid-
ance to get large companies to imple-
ment secure software assurance practice
as part of their conventional application
security operation.u
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Note
1. For example, an application that han-

dles the most confidential data with
the highest integrity requirement and
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would be rated 3,3,3. An application
that handles the least confidential data
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would be rated 1,1,1.

2. By assigning a 0 to 5 value for each
part of DREAD, a final risk value is
obtained that allows threats to be com-
pared. Despite the fact that a formula is
used to calculate a risk value, it is
important to understand that it is still
subjective. A significant effort by par-
ticipants needs to be made to be con-
sistent.

3. The Sarbanes-Oxley Act of 2002
(Pub.L. 107-204, 116 Stat. 745, enacted
30 July, 2002) is a federal law that
describes specific mandates and
requirements for financial reporting.
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